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A B S T R A C T
A new qualitative method using the concept of dynamical Bayesian factor graph is developed in this paper for the prediction of stock market trend. The essence of this method is to compute the corresponding dynamical Bayesian factor graph for a selected set of macroeconomic factors over a period of time of interest. The computed time series of graphs capture both the mutual influential relationships and the evaluation of these relationships among these factors over a specified period of time. Then any topological structural change in the adjacent graphs at anytime predicts a change in market trend in a short future. Our computational analysis also indicates that if the topological structure of the underlying dynamical Bayesian factor graph is unchanged, the general market trend appears invariant. We demonstrate the effectiveness of this method by applying it in the analysis of market trends in the US stock market and Chinese stock market with good prediction results.
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1. Introduction

Being able to predict a stock market index quantitatively, systematically and reliably is most desired by both financial theorists and practitioners. Decades of research have indicated, however, that this prediction problem remains to be elusive and difficult to tackle even with two currently well-known and widely accepted methodologies: The traditional risk-return modeling (see Fama & French, 1996; Naranjo, Nimalendran, & Rynagert, 1998; Lettau & Ludvigson, 2001, 2005; Santos & Veronesi, 2006) and the pure mathematics inspired approach of financial time series forecast (Huang & Tsai, 2009; Huang, Nakamori, & Wang, 2005; Tay & Cao, 2001; Kim, 2003).

The reasons for often poor and, in many cases totally unacceptable, prediction performances in a practical sense using either of the methodologies have increasingly been better understood. Risk-return models, for instance, rely on market efficiency and selection of a sufficient set of factors to calculate intrinsic value of a target index as its prediction. It turns out, however, that intrinsic value is more an abstract theoretical number than a converging point of an actual market, thus is often totally unrelated to real market index value. Risk-return models are also negatively impacted by a possibly biased selection of factors for a model structure. Although a selection may be justified by various financial or economical views of some experts, the inherent structural bias by way of emphasizing on a few factors while ignoring other factors often leads to totally misleading prediction outcomes since the factors that are ignored in a prediction model may actually be dominating a predicted target at or around times of prediction.

The time series forecast methodology, on the other hand, is more of a mathematical modeling approach. The essence of this approach is to use a pre-selected mathematical model structure or a structural building algorithm and existing sample data to model an underlying stock market system. The computed model is then used to predict future sample data. In order for such an approach to work, a pre-selected model structure or a structural building algorithm will have to be able to adequately represent or capture the underlying stock market system. The earlier and relatively simplistic idea was to use a linear model structure for this purpose. The idea was quickly elevated to wide adoption of nonlinear model structure and learning algorithms due to the apparent nonlinear nature of the underlying stock market. Some of the techniques such as ANN (Artificial Neural Networks) and SVM (Support Vector Machines) with nonlinear kernel functions have gained popularity in a range of market prediction problems in recent years. Among the latest studies, Ticknor (2013) and de Oliveira, Nobre, and Zrate (2013) applied ANN to forecast closing prices of stocks. Zbikowski (2014) proposed volume weighted SVM to predict stock return and risk. Other more elaborate nonlinear modeling approaches have also been used. Patel, Shah, Thakkar, 2015.
and Kotecha (2015, 2014) and Rather, Agarwal, and Sastry (2014), for instance, employed multiple or hybrid models involving SVR (Artificial Neural Regression), random forest and GA (Genetic Algorithms) to forecast stock market indicators.

Unfortunately, nonlinearity is not the only complication of an underlying stock market system which is also known to be timing varying and without a clear system boundary. Using an analogy, a stock market system shapes more like flowing water than standing mountain. Capturing nonlinearity in any fixed form alone is not sufficient to capture its nature. This is also why that time series forecast backed by nonlinear models or nonlinear model building techniques only works better for static off-line test data than for real stock market prediction situations.

In fact, these problems have long been realized and there have been constant efforts to find new solution strategies to address it. For instance, the concept of adaption has been introduced in prediction algorithms to tackle the time-varying nature of a stock market Hu, Feng, Zhang, Ngai, and Liu (2014) and more interesting idea of rule based adaptive modeling incorporating factors and nonlinear modeling structure has been studies more recently in handling nonlinearity, time-varying and boundary-less in one shot (Hu et al., 2014; Barak & Modarres, 2015). Interesting though, these ideas are still model-driven in nature, thus suffer from shortcomings, such as limitation and bias in factor selection, usually associated with model-driven techniques.

The preceding discussions have motivated us to consider reformulating the stock market prediction problem using a pure data-driven solution strategy aimed at finding a practical prediction solution directly from online data streams collected from any ongoing stock market. Here are the two key considerations underlying our new formulation. First, different from existing research with the purpose of quantitatively predicting stock market indicators, the prediction problem we consider is reduced to a narrower version of market trend prediction. This narrow problem appears to reduce significantly the depth of the prediction by limiting to qualitative trend changes only, thus a relatively easier but still practical prediction problem to solve. After all, if we are able to predict market trend change systematically and reliably, it will serve as a solid step for moving towards designing reliable schemes to predict actual market indices.

Second, as a stock market as a system is characteristically nonlinear, time-varying and boundary-less, the appropriate way to model it appears to use dominant set of factors and their inter-relationships represented in factor graph changing over time to capture its features essential for the required prediction tasks. Knowing the limitation of selecting factors based on expert knowledge, a more systematic and data-driven Bayesian Network model based on adaptation over a large factor set as developed by the authors of this paper (Wang, Wang, & Tan, 2008) is adopted for the model building.

In contrast to those function approximation inspired techniques like ANN with model structural elements often not bearing direct physical interpretations, Bayesian Network model is built on factors as its model structural elements. These factors carry direct meanings and allow domain specific interpretations. With Bayesian Network model structure, the model building becomes a process of establishing interconnection or conditional dependencies among a large set of meaningful factors amid a given online data stream collecting from a live stock market and the prediction is reduced to projecting key subset of factors that collectively have more significant impact on a stock market index at anytime of the prediction. This idea allows the seamless handling of nonlinearity, time-varying and boundary-less problems in one unified modeling framework. Indeed, the effectiveness of the Bayesian Network modeling combined with Ward clustering technique and K2 algorithm has been demonstrated in predicting stock prices and trend of stock index as in Zuo and Kita (2012b, 2012a), Zuo, Harada, Mizuno, and Kita (2012) and Eisuke, Harada, and Mizuno (2012), outperforming models such as Auto Regressive Moving Average model significantly in terms of accuracy.

In our work, to accommodate the complex time-varying nature our earlier technique has been expanded to compute a time series of emergent factor graphs, thus incorporating dynamics into the modeling and enabling the model to depict evolution of relationship among the factors. This concept is termed dynamical Bayesian factor graph and will be discussed in greater detail in the ensuing section.

In concise terms, the prediction problem we are trying to solve in this paper is simply formulated as predicting a market trend change using dynamical Bayesian factor graph as the model structure.

With the above problem formulation, we intend to develop a universal data driven approach to solve this market trend prediction problem in this paper. Our prediction solution consists of three main steps. First, select a set of macroeconomic factors as initial set of factors. Second, use dynamical Bayesian factor graph modeling algorithm developed by us to create a sequence of Bayesian factor graphs over a specified period of time. These Bayesian factor graphs will show the connecting topology of the dominant factors over the specified period of time. Third, identify drastic topological change over a few time adjacent graphs, and the points of changes in time will predict the changes in stock market trend in question.

The above solution has been applied to predicting the market trend changes of two major stock markets: the Shenzhen Stock market in China and the US stock market using the Shenzhen Stock Exchange Component Index and the US S&P 500 index, respectively, for about the same 11-year-period. Through empirical analysis, we have found that the topological structure of the factor graphs usually remains the same for consecutive months. Indeed, even for a long period of time, there are only fewer changes in the topological structure at fewer time points. Types of structural change are typically shown as: Some causal relationship may disappear or change direction, or new pair-wise link between two factors may show up, or existing links fade.

Our extensive computational results for both stock markets confirm that if the topological structure of the factor graphs remains unchanged, then the corresponding stock market trend will stay the same, whereas any significant topological structure change will signal a market trend change in a short distant future.

The rest of the paper is organized as follows. Section 2 describes the concept of dynamical Bayesian factor graph which is used as the model structure for 6 market trend prediction. The actual prediction algorithm is also presented in this section. Section 3 conducts the empirical analysis for the market trend predictions using data from the Chinese and the US markets. Section 4 is the conclusion.

2. Dynamical Bayesian factor graph

We will start by briefly reviewing some basic concepts of Bayesian factor graph followed by expanding it to dynamical Bayesian factor graph to include time. This new dynamical graph with a set of factors adapted from an initial factor set is then used as the model structure for modeling a stock market for the purpose of trend prediction. The prediction algorithm is finally described on this new dynamical model structure.

2.1. Bayesian factor graphs

Being a subclass of Bayesian network (Pearl, 2000), Bayesian factor graph (Wang et al., 2008) is a probabilistic qualitative
modeling structure that captures and represents relationships among a set of financial factors in a graphical format. The inter-factor relationships, by way of causality, relevance, or independence, are qualitatively represented by edges in a graph.

Mathematically, a Bayesian factor graph is a directed acyclic graph encoding the joint probability distribution for a set of factors in the form of random variables \( X = \{X_1, \ldots, X_d\} \), where \( d \) is the number of factors in the set. This structure represents the qualitative information of a problem domain. The nodes in the graph represent random variables, and the absence of an edge between any two nodes represents conditional independency between the corresponding variables. If there is an edge from \( X_i \) to another node \( X_j \), then \( X_i \) is a parent of \( X_j \), and \( X_j \) is a child of \( X_i \). The probability distributions between each node and its parents represent the quantitative information of a Bayesian factor graph.

The set of parent nodes of \( X_i \) is denoted by \( X_{\text{Pa}} \), and the whole graph structure is a vector \( G = \{G_1, \ldots, G_d\} \). Given a graph structure \( G \), the probability of \( X \) can be written as the product of the local distributions of each node \( X_i \) given its parents:

\[
p(X|G) = p(X_1, \ldots, X_d|G) = \prod_{i=1}^{d} p(X_i|X_{\text{Pa}}(i)).
\]

For our problem, the graph structure \( G \) is not known. Introducing a prior \( p(G) \) on the possible structures, we have

\[
p(X) = \sum_{G} p(G)p(X|G).
\]

By using the Bayes Rule, the posterior distribution of the graph structure becomes

\[
p(G|X) = p(G|X)p(X)/p(X).
\]

\[p(G|X) \text{ are termed scoring functions and can assume various specific forms. Based on discretized data, we use the Bayesian Dirichlet equivalence uniform scoring function (Heckerman, Geiger, & Chickering, 1995) for the marginal likelihood of the network } P(D|G, x):
\]

\[
P(D|G, x) = \frac{\prod_{i=1}^{d} \prod_{q_i}^{r_i} \Gamma \left( \frac{s_i}{q_i} + \sum_{k} N_{ik} \right) \prod_{\phi_i} \Gamma \left( \frac{1}{p_{\phi_i}} + N_{\phi_i} \right)}{\prod_{i=1}^{d} \Gamma \left( \frac{s_i}{q_i} \right) \prod_{\phi_i} \Gamma \left( \frac{1}{p_{\phi_i}} \right)}.
\]

\[\text{In (4), } r_i \text{ is the number of nominal values of factor } X_i \text{, and } q_i \text{ is the number of values of } X_{\text{Pa}}. \text{The } j \text{th unique instantiation of } G \text{ is denoted by } \phi_{\text{ij}}, \text{ and } N_{\phi_{ij}} \text{ is the number of records where factor } X_i \text{ is instantiated as } X_{\text{Pa}} \text{ and } X_{\text{Pa}} \text{ are instantiated as } \phi_{\text{ij}}. \text{The marginal distribution of the graph can be approximated using a mixture of } \text{Bayesian networks.}
\]

Finding the optimal structure is to find a structure that maximizes the posterior probability

\[
\hat{G} = \arg \max_{G} p(G|X).
\]

which is the criterion used in Wang et al. (2008). There are various computational techniques in finding the structure \( G \) that maximize

\[
\text{(5) (Friedman & Koller, 2003; Koivisto & Sood, 2004; Koivisto, Geiger, & Chickering, 1995) for the marginal likelihood of the network } P(D|G, x):
\]

\[
\text{Note that both techniques are adaptable to on-line formulation over a given dataset. On-line adaptation also allows trimming to be incorporated in each step of the adaptation to eliminate edges that are below a pre-set threshold or not meeting a criterion, thus adapting the structure topology when new data are available. A direct benefit of this is that we can actually start with a very large initial factor set, the adaptation process through given data set will eliminate irrelevant or unimportant factors to deliver a right topological model structure with the dominant factors as a solution. This is the reason that this approach is called data-driven. In a data-driven situation like this, expert knowledge is no longer essential, although it can still be helpful at various stages of an adaptation to reduce irrelevant or unimportant factors.}
\]

\[2.2. \text{ Incorporating dynamics in Bayesian factor graph}
\]

\[\text{Dynamics can easily be incorporated in the model structure of Bayesian factor graph discussed above. Suppose we want to model the structural dynamics of } G \text{ for a time period of } (T_1, T_2) \text{ with a given data set } D \text{ over the same time period: } D = \{X_{\text{ti}} : T_0 < t_i < d, 0 < i < d\}. \text{ For each time period } (T_0 < t_i < T_2), \text{ there is one Bayesian factor graph } G_t \text{ generated based on data set } D_t = \{X_{\text{ti}} : T_0 < t_i < T_2, 0 < i < d\}. \text{ From } D_t, \text{ the posterior probability is calculated for each possible edge } X_i \rightarrow X_j \text{ according to (6). Then the edges with a posterior probability greater than threshold } \theta_0 \text{ are selected to constitute the Bayesian factor graph } G_0. \text{ For a discrete time } t_i \text{ of which } i = 1, 2, \ldots, T, \text{ and } T_1 < t_i < T_2. \text{ This process will lead to a time series of Bayesian factor graphs: } G_0 \text{ where } i = 1, 2, \ldots, T. \text{ These } G_0 \text{ will be termed dynamical Bayesian factor graph that is seen as a dynamical model for an underlying system from the time period } (T_1, T_2).
\]

\[\text{For the sake of our discussion on market trend prediction, it is important to be able to distinguish if two consecutive factor graphs in a time series of Bayesian factor graph is identical or not. To this end, the pair of Bayesian factor graphs } G_{t-1}, \text{ and } G_t \text{ are compared with respect to their graphical structures. The number of new}
\]

### Table 1

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>Gross domestic product</td>
</tr>
<tr>
<td>GDP_growth</td>
<td>GDP growth rate on a year-on-year basis</td>
</tr>
<tr>
<td>PPI</td>
<td>Producer price index</td>
</tr>
<tr>
<td>Inflation</td>
<td>Monthly inflation rate</td>
</tr>
<tr>
<td>Interest</td>
<td>Interest rate: 1-year treasury bill</td>
</tr>
<tr>
<td>Interest_growth</td>
<td>Interest rate growth rate on a year-on-year basis</td>
</tr>
<tr>
<td>CPI</td>
<td>Consumer price index</td>
</tr>
<tr>
<td>CCIs</td>
<td>Consumer confidence index</td>
</tr>
<tr>
<td>Macro_index</td>
<td>Macro-economic climate index (for the Chinese market)</td>
</tr>
</tbody>
</table>

\[
p(f|X) = \sum_{G} p(G|f|X) (6)
\]

where \( f \) is the indicator of a structure feature. There are recent progresses in computing the posterior feature probabilities which are exact and efficient (Friedman & Koller, 2003; Silander, Kontkanen, & Myllymaki, 2007). It should be noted, however, that this technique will result in different graph structure \( G \) as compared to the scoring function based technique.
edges and disappeared edges in $G_t$ are counted. The two graphs are considered to be identical if there are no different edges in both graphs.

Another relevant issue is the development of efficient computational adaption algorithms to compute $G_t$. There have been some recent breakthroughs in this direction as well (Aliferis, Statnikov, Tsamardinos, Mani, & Koutsoukos, 2010a, 2010b). Needless to say that a prudent choice of initial set of factors will help to save a tremendous amount of computation. But the risk of bias in making an initial selection of factors, thus a significant error in prediction, sometimes outweighs the computational advantages gained.

2.3. Properties of dynamical Bayesian factor graph and prediction algorithm

$G_t$ is seen as a new model structure that characterizes the underlying system with changing factor graph topology over time. It appears to be ideal in modeling systems that are nonlinear, time-varying and boundary-less, typical of financial market systems, for its feature of being able to capture factor relationships and evaluations of a complex system with respect to an observation target over a period of time.

With such a model, we can intuitively observe if there is any change in dominant factors of a system, which may actually be exactly the reason why an observed target is changed.

One important property of an underlying system resulting from this modeling approach has been summarized as follows:

**Property 1.** If $G_t$ is identical to $G_{t-1}$, the underlying system will stay on its course from $t - 1$ to $t$, or more precisely, system variables under observation will not change their trends.

At this time, we are only able to verify this property using extensive empirical analysis. It will be desirable to recast and prove it in a rigorous mathematical sense. But the interpretation of this property is obvious: If dominant factors of a system remain unchanged in their relationships, the behavior of the system will not change.

An interesting follow-on property is the following.

**Property 2.** If $G_t$ is not identical to $G_{t-1}$, the underlying system will change its course from $t - 1$ to $t$, or more precisely, system variables under observation will change their trends. The degree of change will be determined by the degree of difference between $G_t$ and $G_{t-1}$.

Again, there is no rigorous proof of the above property at this time. We can only rely on empirical analysis to verify this property.

The above important property helps to link and trend change to the change of topological structure of $G_t$. This link is the basis for us to design the System Trend Prediction Algorithm below.

**System Trend Prediction Algorithm:**

Step 1: Select an initial set of factors $\{X_i\}$ for an underlying system.

Step 2: Compute its dynamical factor graph $G_t$ using the data provided.

Step 3: Identify and mark the changes between $G_t$ and $G_{t-1}$ to predict the trend changes in the underlying system.

In the subsequent section, this algorithm will be applied to predict trend changes in two major stock market in the world: Shenzhen A-share market and US market using data for a period of over 10 years.

3. Computational experiments and analyses

The Stock Market data and the relevant macroeconomic data from both the China and US are used to implement the preceding trend prediction algorithm. The analysis will also be carried out to understand both the algorithm behavior and the results.
3.1 Data preparation

To start, we need to select the initial set of factors. Then the data can be collected for these factors over a preset time frame and interval for the prediction algorithm to use. A total of 9 macroeconomic factors have been selected as the underlying dominant factors for both the Chinese stock market and the US stock market as listed in Table 1. These factors cover different aspects of the economy: consumption, production, inflation, and interest, etc. and are known to have direct impact on stock markets for a given economy. If there is no prior knowledge to help with the initial selection of relevant factors, one could start with a very large initial factor set and let the adaptation algorithm to use the data to build its own Bayesian factor graph through convergence. This latter approach will require much larger data set and more computational time to arrive at smaller and manageable size of a factor graph. The time periods for the factors in the two markets are in Table 2 with monthly intervals.

The index data and all the other relevant data are collected for the stated durations in monthly intervals for the Chinese Shenzhen A-Share market indexed by the Shenzhen Stock Exchange Component Index and the US stock market indexed by S&P500. The data sources used for the factor data and index data are from finance.sina.com.cn. For convenience, we form two datasets consisting of factor data and index data, one for the Chinese market and the other for the US market.

As shown in Table 2, for each dataset we use the first 30 months $[T_0, T_1]$ to be the out-of-sample period, i.e., $T_1 = T_0 + 30$ months, while $[T_1, T_2]$ is the in-sample-period. Samples of variables are first discretized into nominal values before they are fed into the adaptive algorithm to produce the Bayesian factor graph.

There is one factor graph learned for each month. For month $t \in [T_1, T_2]$, we use the data during $[t - 30, t]$ to build the graph. The posterior probabilities of all the edges are calculated first. We then select the edges with a posterior probability greater than 0.5 as a preset threshold. Therefore, for consecutive months when one edges posterior probability goes above or falls below 0.5, there will be a topological structural change.

3.2 Computational results and analysis for the Chinese stock market

For the Chinese market for the duration between 1999:07 and 2008:06, there is one Bayesian factor graph learned for each month. To compare the topological structural evolutions and changes of Bayesian factor graphs in relationship to the Shenzhen market, we use the Shenzhen Stock Exchange Component Index as backdrop and use redline to mark a period where there is no topological structural change within the same period as in Fig. 1. Such a period will be called stable period.
Corresponding to within these 9 stable periods, the stock market can be observed to stay on with its trend, i.e. generally the market index keeps rising or falling within any such a stable Period. However, between any of the two stable Periods, there is single or multiple Bayesian factor graph structural changes as captured by our algorithm. Observe that the length of the structural changing periods, called skittish periods, vary from 1 to about 6 months. One example of a relatively long skittish period is 2003:03–2003:07, during which the structures keep changing from month to month for four consecutive months, whereas for 2004:02–2004:03 and 2007:07, the skittish periods only last for one or two months. It is interesting to note that the beginning or ending points of either a stable period or a skittish period marks the turning points of the general market trends and are termed trend prediction points. Note that our current algorithm can only determine trend changes, but not directions of the changes.

One of the most important observations, as exhibited by our computational results, is that the trend prediction points always precede the actual turning points of the market index by a lead margin of a few months. For example, before the sharp drop in Period 9 in Fig. 1, the Bayesian factor graph structural change occurs in 2007:07, then remains invariant during 2007:07–2008:04. There is a three-month advance of the Bayesian factor structure change before the historical market peak at 6124.04 in 2007:10.

Fig. 2 shows all 9 computed stable Bayesian factor graphs corresponding to the 9 Periods marked in Fig. 1. In these stable graphs, the factors GDP growth rate and Macro Index are always at higher levels in the graph hierarchy, while Consumer Confidence Index (CCI) is at the bottom for most of the times. The disappearing or emerging edges are interpreted as the driving force of the market change. A drastic change in the structure is usually a significant sign of a forthcoming market change. For example, comparing the two graphs for Period 8 and Period 9 with 11 and 7 edges respectively, and the graph for Period is different with 4 new edges emerging and 1 edge reversing direction. Accordingly, the market index totally changes the direction after Period 8 and moving to Period 9.

The edge posterior probabilities in all 9 factors graphs are shown in Table 3. The posterior probability is interpreted as measure of the relationship between two factors linked by this edge. It should be noted that even in the 9 stable periods, the posterior probabilities of the same edge are different in different months. For simplicity, Table 3 only shows the result of one month in the middle of the period for illustration. From Table 3, it can be seen that there are some strong relationships with very high posterior probabilities in the graphs (greater than 0.9) and the edge posterior probabilities also change in different graphs along with time.

3.3. Computational result and analysis for the US stock market

Following the above conventions, the stable periods for the US market are computed and shown in Fig. 3 against the backdrop of the S&P 500 index. It can be seen that for the US market the observation that a stable graph corresponds to a stable general market trend still stands. There are 6 stable periods with stable Bayesian factor graphs in Fig. 3 marked as bold line segments:


Similar to the Chinese market, the lengths of the changing periods vary, from 2 months to 1 year. However, both the stable periods and the skittish periods appear fundamentally different in time for the two different markets. For example, the US market the Bayesian factor graphs are stable in Period 5 (2006:06–2007:03), whereas for the Chinese market the factor graphs are almost always changing during the same time.

Like the results of the Chinese market, the starting and ending times of stable periods always precede the real turning points of
the market trend. This is particularly obvious for the market falling periods: Period 1 and 6. There are about 2 months advance before the market reaches its local peak and starts falling down. This kind of advanced structural change is therefore suitable potential candidate as advance warning for investors about a possible trend change in the market.

The stable factor graph structures for the 6 stable periods are shown in Fig. 4. It appears that the structural differences of the first 3 periods are more significant than the last 3 periods. For Periods 4, 5 and 6, the graphs share similar general topology with local variations only.

Comparing the two markets, it can also be seen that the resulting factor relationships for the US market are significantly different from those for the Chinese market. Even for Period 5 (2003:09–2004:01) for the Chinese market and Period 2 (2003:03–2004:03) for the US market with overlapping time ranges, the differences are apparent.

Fig. 3. US market trend and structural stable periods.

Fig. 4. Stable structural evolution for the US market.
Table 4 shows the posterior probabilities of the edges in each graph for the US market.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Period</th>
<th>Edge</th>
<th>Posterior probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph 1</td>
<td>Inflation — Interest</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDPGrowth — Macrolindex</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDPGrowth — CPI</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDPGrowth — CPI</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — Interest</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — Interest</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Graph 2</td>
<td>Inflation — Interest</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDPGrowth — Macrolindex</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inflation — Macrolindex</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interest — GDP</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — Interest</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — Interestgrowth</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDPGrowth — CPI</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — CPI</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDPGrowth — CPI</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>Graph 3</td>
<td>CPI — GDPGrowth</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PPI — GDPGrowth</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Interest — CPI</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — Interest</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — CPI</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inflation — Macrolindex</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — PPI</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inflation — Interest</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>Graph 4</td>
<td>GDP — Interest</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — GDPGrowth</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — Interest</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PPI — GDPGrowth</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — Inflation</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — PPI</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — CPI</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — CPI</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — CPI</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — PPI</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Graph 5</td>
<td>CPI — GDPGrowth</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — Interest</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — Interest</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — GDPGrowth</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — Inflation</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — PPI</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — CPI</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — GDP</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — PPI</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — CPI</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Graph 6</td>
<td>CPI — CPI</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Macrolindex — Interest</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — Interest</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — GDPGrowth</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — GDPGrowth</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — GDPGrowth</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — PPI</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — CPI</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPI — GDP</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP — PPI</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusions

We have developed a new method in predicting market trends using dynamical Bayesian factor graphs and demonstrated its predictive power through computational analysis based on both Chinese and US stock markets. Being qualitative in nature, this method appears to be able to capture the change in market trends effectively. Comparing with the prediction techniques that use fixed nonlinear mathematical structures, the resulting Bayesian factor graph of our method at different time instance appears to be able to provide the insight as to the factors dominating a market at that particular instance and a change in factors graph topology through a period of time depict how a market is undergoing change in its inner driving force, which will eventually show up as the change in market trend. Our research sheds some new light on forecasting market trend, and hopefully could aid investors to more effectively design trading strategies.

Our method is still at an earlier stage and requires more extensive work to make it well-understood and a more reliable practical tool for analysts as well as investors. In particular, the theoretical basis of the structural change in dynamical Bayesian factor graph needs to be further explored for a better understanding this modeling mechanism. It remains open for such a theoretical framework to aid the analysis. It appears that one possible theoretical path is to use certain concepts in Graph Dynamical System in representing and understanding structural changes of dynamical graphs, which we are currently pursuing. As discussed, one limitation with our current method is that we are unable to ascertain the direction of a trend change even if we know there is a trend change coming up with our computation. We hope to be able to ascertain a direction of change through a better theoretical understanding of the underlying process.

The intensity in computation of our modeling method in the presence of a very large factor set is another issue that needs to be addressed. For its data-driven nature and without expert guidance, a typical factor set can be as large as a few hundred initial factors. We are working on creating a dominate subset selection algorithm to turn the problem of eliminating the number of irrelevant factors to an optimization problem of locating a dominant subset using an appropriate utility target.

It is our belief the notion of dynamical Bayesian factor graph is a potentially powerful modeling structure for very complex systems that are nonlinear, time-varying and boundary-less, hence may be well-suited for modeling other financial market dynamics for prediction and other purposes, such as the market of foreign currency exchange and commodities markets.
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